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**Resources**

RESOURCES:

[Build a Retrieval Augmented Generation (RAG) App: Part 1 | 🦜️🔗 LangChain](https://python.langchain.com/docs/tutorials/rag/)

[Starter Tutorial (Using OpenAI) - LlamaIndex](https://docs.llamaindex.ai/en/stable/getting_started/starter_example/)

1. Use a new Colab instance or [follow.](https://colab.research.google.com/drive/1nlcEyGpwP3EyjD2XJ3GQVdA-u1qZ0dOT?usp=sharing)

[Colab](https://colab.research.google.com/)

2. Get a new API KEY from Groq

* **Sign Up/Log In:** If you don't have an account, create one on the Groq Cloud website. If you already have an account, log in.
* **Navigate to API Keys:** Once logged in, go to the "API Keys" section, usually found in the left-side navigation panel.
* **Create a New Key:** Click the "Create API Key" button.
* **Name Your Key:** In the pop-up window, enter a descriptive name for the key (e.g., "AI Content Labs") in the "Display name for the key" field.
* **Submit:** Click "Submit" to generate the API key.
* **Copy the Key:** Carefully copy the generated API key, as you will not be able to view it again once you leave the page.
* **Store Safely:** Treat your API key as a confidential piece of information, similar to a password, and store it securely.

3. Load the env variables first:

* Best practice to load these variables using a .env file. For demo purpose we can load it in the COLAB.
* Please use the API key you got

LANGSMITH\_TRACING="true"

LANGSMITH\_ENDPOINT="https://api.smith.langchain.com"

LANGSMITH\_API\_KEY="lsv2\_pt\_bde7f95f197c4252984dc8b05a0d9726\_832920537a"

LANGSMITH\_PROJECT="pr-stupendous-anywhere-42"

GROQ\_API\_KEY="<YOUR\_API\_KEY>"

# 1. PDF READER

4. We need to install following packages.

!pip install -qU pypdf

!pip install -qU langchain\_community

!pip install -qU tiktoken

!pip install langgraph

!pip install -qU langchain-core

5. Let’s then use the PyPDFLoader to load the file and RecursiveCharacterSplitter to split the data into chunks

from langchain\_community.document\_loaders import PyPDFLoader

from langchain\_text\_splitters import RecursiveCharacterTextSplitter

# Load the PDF

loader = PyPDFLoader('./EducationinSriLanka.pdf')

pages = []

# Each page is a Document object

async for page in loader.alazy\_load():

pages.append(page)

# Split the text into chunks

text\_splitter = RecursiveCharacterTextSplitter(chunk\_size=1000, chunk\_overlap=200)

# Pass the list of Document objects

all\_splits = text\_splitter.split\_documents(pages)

# Print first 5 chunks

print(all\_splits[:5])

6. Then let’s use the langchain-huggingface package to implement embeddings

!pip install -qU langchain-huggingface

7. Let’s then create Embeddings

# Create Embeddings

from langchain\_huggingface import HuggingFaceEmbeddings

embeddings = HuggingFaceEmbeddings(model\_name="sentence-transformers/all-mpnet-base-v2")

8. Let’s create an In-memory VectorStore

# Create an In-Memory Vector Store

from langchain\_core.vectorstores import InMemoryVectorStore

vector\_store = InMemoryVectorStore(embeddings)

9. Add the document chunks to the vector store

document\_ids = vector\_store.add\_documents(documents=all\_splits)

10. Let’s install the Groq package

!pip install -qU "langchain[groq]"

11. Let’s implement the Groq with llama-8b-8192 model

import getpass

import os

if not os.environ.get("GROQ\_API\_KEY"):

os.environ["GROQ\_API\_KEY"] = GROQ\_API\_KEY

from langchain.chat\_models import init\_chat\_model

llm = init\_chat\_model("llama3-8b-8192", model\_provider="groq")

Note: can load other models other than "llama3-8b-8192" like deep-seek 😉

12. If you want you can use OPENAI

# import getpass

# import os

# if not os.environ.get("OPENAI\_API\_KEY"):

# os.environ["OPENAI\_API\_KEY"] = OPENAI\_API\_KEY

# from langchain.chat\_models import init\_chat\_model

# llm = init\_chat\_model("gpt-3.5-turbo", model\_provider="openai")

13. Then we can invoke the Chat to ask the questions from our PDF

from langchain import hub

from langchain\_core.documents import Document

from langgraph.graph import START, StateGraph

from typing\_extensions import List, TypedDict

prompt = hub.pull("rlm/rag-prompt")

# Define state for application

class State(TypedDict):

question: str

context: List[Document]

answer: str

# Define application steps

def retrieve(state: State):

retrieved\_docs = vector\_store.similarity\_search(state["question"])

return {"context": retrieved\_docs}

def generate(state: State):

docs\_content = "\n\n".join(doc.page\_content for doc in state["context"])

messages = prompt.invoke({"question": state["question"], "context": docs\_content})

response = llm.invoke(messages)

return {"answer": response.content}

# Compile application and test

graph\_builder = StateGraph(State).add\_sequence([retrieve, generate])

graph\_builder.add\_edge(START, "retrieve")

graph = graph\_builder.compile()

14. Let’s ask questions

response = graph.invoke({"question": "How many students and schools in Central Province?"})

print(response["answer"])

EXERCISE:

Try other models as well 😉

# 2. WEB SCRAPING

This is the url that you scrape: <https://lilianweng.github.io/posts/2023-06-23-agent/>

You can try other sites as well 😉

15. Similarly we can use WEB Scraping with beautiful soup to set up a Q&A for a web page. See the below code:

import bs4

from langchain import hub

from langchain\_community.document\_loaders import WebBaseLoader

from langchain\_core.documents import Document

from langchain\_text\_splitters import RecursiveCharacterTextSplitter

from langgraph.graph import START, StateGraph

from typing\_extensions import List, TypedDict

# Load and chunk contents of the blog

loader = WebBaseLoader(

web\_paths=("https://lilianweng.github.io/posts/2023-06-23-agent/",),

bs\_kwargs=dict(

parse\_only=bs4.SoupStrainer(

class\_=("post-content", "post-title", "post-header")

)

),

)

docs = loader.load()

text\_splitter = RecursiveCharacterTextSplitter(chunk\_size=1000, chunk\_overlap=200)

all\_splits = text\_splitter.split\_documents(docs)

# Index chunks

\_ = vector\_store.add\_documents(documents=all\_splits)

# Define prompt for question-answering

prompt = hub.pull("rlm/rag-prompt")

# Define state for application

class State(TypedDict):

question: str

context: List[Document]

answer: str

# Define application steps

def retrieve(state: State):

retrieved\_docs = vector\_store.similarity\_search(state["question"])

return {"context": retrieved\_docs}

def generate(state: State):

docs\_content = "\n\n".join(doc.page\_content for doc in state["context"])

messages = prompt.invoke({"question": state["question"], "context": docs\_content})

response = llm.invoke(messages)

return {"answer": response.content}

# Compile application and test

graph\_builder = StateGraph(State).add\_sequence([retrieve, generate])

graph\_builder.add\_edge(START, "retrieve")

graph = graph\_builder.compile()

response = graph.invoke({"question": "What is Task Decomposition?"})

print(response["answer"])

# 3. LANG GRAPH

We'll use LangGraph to tie together the retrieval and generation steps into a single application. This will bring a number of benefits:

We can define our application logic once and automatically support multiple invocation modes, including streaming, async, and batched calls. We get streamlined deployments via LangGraph Platform. LangSmith will automatically trace the steps of our application together. We can easily add key features to our application, including persistence and human-in-the-loop approval, with minimal code changes.

To use LangGraph, we need to define three things:

1. The state of our application;
2. The nodes of our application (i.e., application steps);
3. The "control flow" of our application (e.g., the ordering of the steps).![](data:image/png;base64,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)

from langgraph.graph import START, StateGraph

graph\_builder = StateGraph(State).add\_sequence([retrieve, generate])

graph\_builder.add\_edge(START, "retrieve")

graph = graph\_builder.compile()

from IPython.display import Image, display

display(Image(graph.get\_graph().draw\_mermaid\_png()))

result = graph.invoke({"question": "What is Task Decomposition?"})

print(f'Context: {result["context"]}\n\n')

print(f'Answer: {result["answer"]}')

# 4. LANG-GRAPH

Install the packages

!pip install langsmith

!pip install langchain-community

!pip install -qU langchain-huggingface

!pip install langgraph

Get the langsmith API

import getpass

import os

LANGSMITH\_API\_KEY="lsv2\_pt\_bde7f95f197c4252984dc8b05a0d9726\_832920537a"

os.environ["LANGSMITH\_TRACING"] = "true"

os.environ["LANGSMITH\_API\_KEY"] = LANGSMITH\_API\_KEY

In the same code add traceble decorator

import bs4

from langchain import hub

from langchain\_community.document\_loaders import WebBaseLoader

from langchain\_core.documents import Document

from langchain\_text\_splitters import RecursiveCharacterTextSplitter

from langgraph.graph import START, StateGraph

from typing\_extensions import List, TypedDict

from langsmith import traceable

# Load and chunk contents of the blog

loader = WebBaseLoader(

web\_paths=("https://lilianweng.github.io/posts/2023-06-23-agent/",),

bs\_kwargs=dict(

parse\_only=bs4.SoupStrainer(

class\_=("post-content", "post-title", "post-header")

)

),

)

docs = loader.load()

text\_splitter = RecursiveCharacterTextSplitter(chunk\_size=1000, chunk\_overlap=200)

all\_splits = text\_splitter.split\_documents(docs)

# Index chunks

\_ = vector\_store.add\_documents(documents=all\_splits)

# Define prompt for question-answering

prompt = hub.pull("rlm/rag-prompt")

# Define state for application

class State(TypedDict):

question: str

context: List[Document]

answer: str

# Define application steps

**@traceable**

def retrieve(state: State):

retrieved\_docs = vector\_store.similarity\_search(state["question"])

return {"context": retrieved\_docs}

**@traceable**

def generate(state: State):

docs\_content = "\n\n".join(doc.page\_content for doc in state["context"])

messages = prompt.invoke({"question": state["question"], "context": docs\_content})

response = llm.invoke(messages)

return {"answer": response.content}

# Compile application and test

graph\_builder = StateGraph(State).add\_sequence([retrieve, generate])

graph\_builder.add\_edge(START, "retrieve")

graph = graph\_builder.compile()

**@traceable**

def run\_pipeline(question: str):

state = {"question": question, "context": [], "answer": ""}

final\_state = graph.invoke(state)

return final\_state["answer"]

# Test the execution with LangSmith tracing

answer = run\_pipeline("How do autonomous agents work?")

print(answer)

# 5. LLAMA-INDEX- **A SIMPLE AGENT**

!pip install llama-index-llms-ollama llama-index-embeddings-huggingface

!pip install llama-index groq

!pip install llama-index-llms-groq

!pip install llama-index

import asyncio

from llama\_index.core.agent.workflow import FunctionAgent

from llama\_index.llms.groq import Groq

llm = Groq(model="llama3-70b-8192", api\_key="gsk\_82VobCBNDDfoHV1mNqFoWGdyb3FYI3jbGSkzU5V7KHJ485atAxCy")

# Define a simple calculator tool

def multiply(a: float, b: float) -> float:

"""Useful for multiplying two numbers."""

return a \* b

# Create an agent workflow with our calculator tool

agent = FunctionAgent(

name="Agent",

description="Useful for multiplying two numbers",

tools=[multiply],

llm=llm,

system\_prompt="You are a helpful assistant that can multiply two numbers.",

)

response = await agent.run(user\_msg="What is 20+(2\*4)?")

print(response)

# 6. AGENT with multiple tools and Chat Memory

import nest\_asyncio

import asyncio

from llama\_index.core.agent.workflow import FunctionAgent

from llama\_index.llms.groq import Groq

from llama\_index.core.memory import ChatMemoryBuffer

import re # To extract numbers from responses

# Fix event loop issue in Google Colab

nest\_asyncio.apply()

# Initialize LLM

llm = Groq(model="llama3-70b-8192", api\_key=GROQ\_API\_KEY)

# Define mathematical operations with result tracking

last\_result = None # Stores the last numeric result

def multiply(a: float, b: float) -> float:

"""Multiply two numbers and store the result."""

global last\_result

last\_result = a \* b

return last\_result

def add(a: float, b: float) -> float:

"""Add two numbers and store the result."""

global last\_result

last\_result = a + b

return last\_result

def subtract(a: float, b: float) -> float:

"""Subtract two numbers and store the result."""

global last\_result

last\_result = a - b

return last\_result

def divide(a: float, b: float) -> float:

"""Divide two numbers, handling division by zero, and store the result."""

global last\_result

if b == 0:

return "Cannot divide by zero"

last\_result = a / b

return last\_result

# Initialize memory with a larger token limit

memory = ChatMemoryBuffer.from\_defaults(token\_limit=2048)

# Create an enhanced agent workflow with memory

agent = FunctionAgent(

name="MathAgent",

description="A math assistant that performs calculations and remembers past results.",

tools=[multiply, add, subtract, divide], # Adding more tools

llm=llm,

memory=memory, # Enabling memory

system\_prompt=(

"You are an intelligent math assistant. You remember past calculations and use them in follow-up questions. "

"If the user refers to 'that' or 'previous answer', use the last computed numerical result."

),

)

# Function to extract the last numerical response from memory

def extract\_last\_number(response):

numbers = re.findall(r"[-+]?\d\*\.\d+|\d+", str(response)) # Extract numbers

return float(numbers[-1]) if numbers else None # Return last detected number

# Run async commands directly in a cell

async def test\_agent():

global last\_result

response1 = await agent.run(user\_msg="What is 10 + 5?")

last\_result = extract\_last\_number(response1) # Store last number explicitly

print("Response 1:", response1)

response2 = await agent.run(user\_msg=f"Multiply {last\_result} by 3") # Explicit reference

last\_result = extract\_last\_number(response2)

print("Response 2:", response2)

response3 = await agent.run(user\_msg=f"Now subtract 4 from {last\_result}") # Clear phrasing

last\_result = extract\_last\_number(response3)

print("Response 3:", response3)

# Run the async function

await test\_agent()